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An Innovative Method to Classify Remote-Sensing
Images Using Ant Colony Optimization

Xiaoping Liu, Xia Li, Lin Liu, Jinqiang He, and Bin Ai

Abstract—This paper presents a new method to improve the
classification performance for remote-sensing applications based
on swarm intelligence. Traditional statistical classifiers have limi-
tations in solving complex classification problems because of their
strict assumptions. For example, data correlation between bands
of remote-sensing imagery has caused problems in generating
satisfactory classification using statistical methods. In this paper,
ant colony optimization (ACO), based upon swarm intelligence, is
used to improve the classification performance. Due to the positive
feedback mechanism, ACO takes into account the correlation
between attribute variables, thus avoiding issues related to band
correlation. A discretization technique is incorporated in this ACO
method so that classification rules can be induced from large data
sets of remote-sensing images. Experiments of this ACO algorithm
in the Guangzhou area reveal that it yields simpler rule sets and
better accuracy than the See 5.0 decision tree method.

Index Terms—Ant colony optimization (ACO), artificial intelli-
gence (AI), classification, remote sensing.

I. INTRODUCTION

C LASSIFICATION, which extracts useful information
from remote-sensing data, has been one of the key topics

in remote-sensing studies [1], [2]. For example, classification
is frequently carried out to obtain land use/cover information.
Local, regional, and global environmental changes are closely
related to land use/cover and its changes over time [3]. Remote-
sensing imagery has been an important source of acquiring land
use/cover information. Numerous methods for remote-sensing
classification have been developed in the last three decades, in-
cluding statistical classifiers, knowledge-based systems (KBS),
neural networks, and other artificial intelligence (AI) methods
[4]. However, these methods still have limitations because
of the complexities of remote-sensing classification. For ex-
ample, maximum-likelihood classifiers, the most commonly
used statistical method, perform classification according to the
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likelihood between unknown and known pixels in the sample
data [5], [6]. This method requires that each class data approx-
imately follow a normal distribution. The quality of training
samples, which are used to estimate the parameters of the classi-
fier, is key to the overall accuracy of the classification. Another
technique, i.e., KBS, usually integrates spectral information,
spatial structures, and experts’ experiences for classification
[7]–[9]. KBS are applicable in most situations because they do
not require data to follow a normal distribution. Their classifi-
cation rules are also easy to understand, and the classification
processes are analogous to human reasoning. KBS can improve
the accuracy of classification relative to statistical classifiers
in some situations. However, being constrained by the long
and repeated process of acquiring and assimilating knowledge
from experts’ experience, this type of classification has not
been widely applied [2]. Neural network classifiers, being self-
adaptive, are ideal for complicated and parallel computation
[10]–[12], but the derived classification rules are difficult, if not
impossible, to interpret. In addition, they are prone to overfitting
the training set, getting trapped in the local optima, and slowly
converging to a solution.

Recent technologies and theories of AI provide new oppor-
tunities for efficient classifications of remote-sensing data [13].
Ant intelligence, for example, has been used to solve complex
classification problems. Ant colony optimization (ACO), a
computational method derived from natural biological systems,
was first proposed by Colorni et al. in 1991 [14]. ACO is a
computer optimization algorithm that simulates the behaviors
of real ants in their search for the shortest paths to food sources.
ACO looks for optimal solutions by utilizing distributed com-
puting, local heuristics, and knowledge from past experience
[15]. The main characteristic of ACO is the utilization of indi-
rect communication by ants through laying pheromone along
their routes. Another characteristic is the positive feedback
mechanism that facilitates the rapid discovery of optimal solu-
tions [16], [17]. Thus, ACO is essentially a complex multiagent
system where low-level interactions between individual agents
result in complex behavior of the whole ant colony. This method
has proven to be robust and versatile [18].

Satisfactory results have been obtained in solving traveling
salesman problems, data clustering, combinatorial optimiza-
tion, and network routing by using ACO [19]–[22]. However,
there are very limited studies on classification rule induction
using ACO, although ACO is very successful in global search
and can better cope with attribute correlation than other rule in-
duction algorithms such as a decision tree [23]. Parpinelli et al.
[24], [25] were the first to propose ACO for discovering
classification rules using a system called Ant-Miner. Their
study demonstrates that Ant-Miner produces better accuracy
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Fig. 1. Route choice behaviors of ants in seeking foods.

and simpler rules than some decision tree methods. Compared
with traditional statistical methods, Ant-Miner has a number
of advantages [23], [26]. First, Ant-Miner is distribution free,
which does not require training data to follow a normal dis-
tribution. Second, Ant-Miner is a rule induction algorithm,
which is more explicit and comprehensible than mathematical
equations. Finally, Ant-Miner requires minimum understanding
of the problem domain.

Ant-Miner is different from decision tree approaches such as
See 5.0. The entropy measure is a local heuristic measure in
See 5.0 [27], which considers only one attribute at a time, and
so it is sensitive to attribute correlation problems. Whereas in
Ant-Miner, pheromone updating tends to cope better with at-
tribute correlation, since pheromone updating is directly based
on the performance of the rule as a whole [25]. Thus, Ant-
Miner should have great potential in improving remote-sensing
classification because of these advantages. In this paper, an Ant-
Miner program for discovering classification rules is developed
for the classification of remote-sensing images. It can discover
optimized classification rules through simulating the behavior
of ants seeking foods. A discretization technique is incorpo-
rated in the model to improve the performance of classifications
involving a large set of data.

II. ACO

ACO is based on the ants’ behaviors in finding the shortest
path when seeking food without the benefit of visual infor-
mation [17]. Ethologists have discovered that to exchange
information about which path to follow, ants communicate by
releasing pheromone along their routes. Ants choose a path that
has the largest amount of pheromone. Since pheromone decays
in time, a shorter route will have a higher concentration of
pheromone than a longer route. The attraction of more ants to a
shorter route further increases the concentration of pheromone
along the shorter route. This way, ants are capable of finding
the shortest route from their nests to food sources without using
visual cues. This process can be described as a loop of positive
feedback, in which the probability of an ant choosing a path is
proportional to the number of ants that have already passed by
that path [17].

This positive feedback mechanism makes ACO self-adaptive.
The process of seeking food by an ant colony is illustrated in
Fig. 1. If there are no obstacles between ant nests and food
sources, the shortest route is in a straight line [Fig. 1(a)]. If an
obstacle cuts off the straight path at location F [Fig. 1(b)], ants

Fig. 2. Flow chart of Ant-Miner-based classification of remote-sensing
images.

select various routes with an identical probability and deposit
pheromone on the selected routes. Since the route F–G–H
is shorter than F–O–H, the ants selecting the route F–G–H
reach the food source sooner than those selecting the route
F–O–H. As a result, H–G–F has a higher concentration of
pheromone than on H–O–F, and it will, therefore, attract more
ants [Fig. 1(c)]. At the final stage, all the ants will choose
the route H–G–F because the pheromone on the longer route
gradually disappears [Fig. 1(d)].

III. ANT-MINER FOR REMOTE-SENSING CLASSIFICATION

This paper modifies and extends ACO to rule induction for
classifying remote-sensing images (Fig. 2). In ACO-based rule
induction, the mapping from attributes to classes is analogous to
the route search by an ant colony. An attribute node corresponds
to a brightness value of remote-sensing images. An attribute
node can only be selected once and must be associated with
a class node. As shown in Fig. 3, each route corresponds to a
classification rule, and discovering a classification rule can be
regarded as searching for an optimal route. A rule can randomly
be generated at the start. The rule can be represented as

IF 〈term1 AND term2 AND . . .〉 THEN 〈class〉 (1)
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Fig. 3. Route corresponding to classification rule derived from Ant-Miner.

where 〈term1 AND term2 AND . . .〉 are conditions that contain
the terms using the logical operator AND. Each term can be
expressed as a triplet 〈band, operator, brightness value〉. 〈class〉
is the prediction of the class.

It should be noted that the original values of remote-sensing
images must be divided into a finite number of intervals by
using a discretization technique for facilitating the route search.
For example, if the brightness value of band Bi has a range
from 0 to 255, the discretization process divides the range
into discrete intervals like (0–13), (14–25), (26–41), and so on.
This can reduce the number of possible rules and help improve
the efficiency of the ACO algorithm. The following sections
provide a detailed procedure for applying ACO to remote-
sensing classification.

A. Discretization of Remote-Sensing Data

The existing rule induction algorithms, such as decision trees
and rough sets, usually deal with discrete data. Continuous
attributes must be discretized into a finite number of levels or
discrete values [28]. For example, See 5.0 constructs the clas-
sification trees from discrete values based on the “information
gain” calculated by the entropy [29]. CART applies the Gini
criterion to discretize continuous attributes [30]. SIPINA takes
advantage of the Fusinter criterion, which is based on the mea-
surement of uncertainty [31]. Many applications involve the use
of continuous attributes, which cannot be directly processed
by these algorithms. Discretization is an effective technique
in dealing with continuous attributes for rule generating [32].
This procedure increases the speed and accuracy of machine
learning [33]. In general, results obtained through decision
trees or induction rules using discretized data are usually more
efficient and accurate than those using continuous values [34].

Although the brightness values of remote-sensing data are
discrete integers (0–255), there are still too many unique values
for each band. This will influence the efficiency of the Ant-
Miner algorithm and the quality of rules. A discretization tech-
nique is applied in this paper to divide the original brightness
values into a smaller number of intervals. Selecting the proper
methods for this transformation is very important because it
determines the overall quality of generating rules. In this paper,
an entropy method is adopted to measure the importance of
breakpoints for the discretization of brightness values [35].

For a convenient expression, a decision table is defined
as a table of information comprised of a four-element set

(U,R, V, f), among which U refers to a set of objects, i.e.,
domain; R = C ∪ D, where C and D refer to a condition
attribute set and a decision attribute set, respectively. In this
paper, C and D refer to the bands of satellite images and the
land use types from the classification, respectively. V represents
the value range of each band, and f is the information function.

If X ⊆ U is considered as a training subset consisting of
|X| samples, among which kj samples are noted with decision
attribute j(j = 1, 2, . . . , r), then the information entropy for the
training set is [35], [36]

H(X) = −
r∑

j=1

Pj log2 Pj , Pj =
kj

|X| (2)

where a smaller value of the entropy indicates that the set X
is determined by several dominant values of decision attributes
and a smaller degree of disorder. The total number of class is
denoted by N . ca

i is the ith breakpoint selected from band a.
Samples of decision attribute j(j = 1, 2, . . . , r) belonging to
the set X can be divided into two types, i.e., those with an
attribute value smaller than ca

i and those with an attribute value
equal and greater than ca

i .
Consequently, the set X is classified as Xl and Xr, whose

information entropies are calculated as follows [32], [33]:

H(Xl) = −
r∑

j=1

pj log2 pj , pj =
lXj (ca

i )
lX (ca

i )
(3)

H(Xr) = −
r∑

j=1

qj log2 qj , qj =
rX
j (ca

i )
rX (ca

i )
(4)

where

lX (ca
i ) =

r∑
j=1

lXj (ca
i ) (5)

rX (ca
i ) =

r∑
j=1

rX
j (ca

i ) (6)

and where lXj (ca
i ) is the total number of cases for class j with an

attribute value smaller than ca
i , and rX

j (ca
i ) is the total number

of cases for class j with an attribute value equal and greater
than ca

i .
Table I provides a simple example to explain the meanings of

lXj (ca
i ) and rX

j (ca
i ) in the situation of ten cases. It is assumed

that breakpoint 60 is the second breakpoint of band 4 (i = 2),
and the number of classes is 5 (N = 5). The following re-
sults can then be derived: lX1 (ca

i ) = 2, lX2 (ca
i ) = 2, lX3 (ca

i ) = 1,
lX4 (ca

i ) = 0, lX5 (ca
i ) = 1; rX

1 (ca
i ) = 0, rX

2 (ca
i ) = 0, rX

3 (ca
i ) =

0, rX
4 (ca

i ) = 4, rX
5 (ca

i ) = 0. According to (5) and (6), lX(ca
i ) =

2 + 2 + 1 + 1 + 0 = 6, and rX(ca
i ) = 0 + 0 + 4 + 0 = 4.

Additionally, the information entropy of breakpoint ca
i rela-

tive to the set X is defined as

HX (ca
i ) =

|Xl|
|U | H(Xl) +

|Xr|
|U | H(Xr). (7)

Supposing that L = {Y1, Y2, . . . , Ym} is the equivalent sam-
ple derived from the division of the set P with breakpoints
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TABLE I
CLASS OF TEN CASES WITH THE VALUE IN BAND 4

Fig. 4. Flow chart of discretizing attribute values according to information
entropy.

selected from the decision table, then the new information
entropy after the addition of breakpoint c �∈ P becomes

H(c, L) = HY1(c) + HY2(c) + · · · + HY m(c) (8)

where a smaller H(c, L) indicates that the decision attribute
value of the new equivalent subset divided tends to be more
monotonous after adding the breakpoint, which will be more
important.

If P is defined as the set of breakpoints, L as the set of
equivalent samples divided by the breakpoint set P , and B as
the set of breakpoints to be selected, for each c ∈ B, bandmin <
c < bandmax. With H as the information entropy of the deci-
sion table, the process of discretizing attribute values accord-
ing to information entropy can be described as follows [35]
(Fig. 4).

1) For each c ∈ B, calculate H(c, L).
2) If H ≤ min H(c, L), then end.
3) Select and add breakpoint cmin, which can make H(c, L)

minimum into the set P .
4) For all X ∈ L, if an equivalent X is divided into X1 and

X2 with cmin, then X can be removed from L, whereas
the equivalent classes X1 and X2 can be added into L.

5) If each equivalent sample among L shows the same
decision, terminate the loop. If not, return to step 1.

B. Rule Construction Using Ant-Miner

Ant-Miner has been applied to the discovery of classification
rules by using these discretized data. The rules are discovered
according to an approach similar to the collective process of
seeking foods by ants. Ant-Miner uses a sequential covering
algorithm to discover a list of rules that cover all or most of the
training samples (pixels) in the training set. At first, the list of
rules is empty, then Ant-Miner obtains a set of ordered rules
through iteratively finding a “best” rule that covers a subset of
the training set. Next, Ant-Miner adds this “best” rule to the
discovered rule list and removes the training samples covered
by the rule until a stop criterion is reached. The ordered rule is
applied to a training sample only if none of the previous rules
in the rule set are applicable [37].

Term selection is an important step for Ant-Miner in con-
structing rules. Theoretically, term selection can completely
be random, but this search involves intensive computation. A
heuristic function is designed to guide the search so that the
computation time can greatly be reduced. The information en-
tropy is used to define this function, in which the heuristic value
for each term is proportional to its classification capability [25].
In this paper, a heuristic function based on the statistical
attribute of the data (frequency) is designed, in which the
heuristic value ηij of the condition item termij is defined as
follows [22]:

ηij =
max

(∑
n freqT 1

ij ,
∑

n freqT 2
ij , . . . ,

∑
n freqT k

ij

)
∑

n Tij

(9)

where ηij denotes the density-based heuristic value of termij ,
and termij is the condition item of the classification rule. Tij

refers to the number of training samples fitting to this condition
term, and freqTw

ij is the frequency of class w in Tij . The
record that satisfies the condition part of the rule should be
removed after a final rule has been obtained. Therefore, the
values for max(

∑
n freqT 1

ij ,
∑

n freqT 2
ij , . . . ,

∑
n freqT k

ij)
and

∑
n Tij are updated after a final rule has been found.

The other two parameters, i.e., the amount of pheromone and
the probability of terms to be selected, are also important to the
rule construction. When a route is found by an artificial ant,
the amount of pheromone for all the nodes in this route will be
initialized to the same value as

τij(t = 0) =
1∑A

i=1 bi

(10)

where τij is the amount of pheromone for the condition term
(termij), A is the sum of attributes (excluding the class at-
tributes) in the data bank, and bi refers to any possible value
of attribute i.
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The roulette wheel selection technique is adopted to decide
which term will be included for constructing a path according to
the heuristic value (ηij) and the thickness of pheromone (τij).
The probability that a term will be added to the current rule is
given by

Pij(t) =
τij(t) · ηij(t)∑a

i=1

∑bi

j=1 τij(t) · ηij(t)
. (11)

The probability of a term being selected depends on both
frequency and pheromone updating. This makes the rule con-
struction process of Ant-Miner more robust and less prone to
get trapped into the local optima in the search space, since
the feedback provided by pheromone updating helps to correct
some mistakes made by the shortsightedness of the frequency
measure. Whereas in decision tree algorithms, the entropy mea-
sure is the only heuristic function used during tree building [25].
The selected term will be added to the rule until all attributes are
selected to form a complete classification rule. The validity of
this rule can be assessed by using the following equation [25]:

Q=
(

TruePos
TruePos + FalseNeg

)
·
(

TrueNeg
FalsePos + TrueNeg

)
(12)

where TruePos (true positives) is the total number of positive
cases correctly predicted by the rule, FalsePos (false positives)
is the total number of positive cases wrongly predicted by the
rule, TrueNeg (true negatives) is the total number of negative
cases correctly predicted by the rule, and FalseNeg (false neg-
atives) is the total number of negative cases wrongly predicted
by the rule. The larger the value of Q, the higher the quality of
the rule.

C. Rule Pruning

The next step is to prune the discovered rules for improv-
ing the classification performance. Rule pruning is a common
technique in rule induction [38]. The main goal of rule pruning
is to remove irrelevant terms, since a short rule is, in general,
more comprehensible by the user than a long rule [25]. Another
motivation for rule pruning is to improve the predicative accu-
racy of rules [25] because some rules make little contribution
to the classification and may even reduce the overall accuracy.
Furthermore, rule pruning prevents the rules from overfitting
the training data. The basic idea of rule pruning is to iteratively
remove one term at a time from a rule while this process
improves the quality of the rule [25]. The removal process is
repeated until only one term remains in the rule antecedent or
the rule quality no longer improves. The rule quality is defined
by (12).

D. Pheromone Updating

The pheromones of all terms are initialized with an equal
value according to (10). Once a rule becomes acceptable, the
amount of pheromone for all terms is updated. The pheromone
of terms that occur in the constructed rule increases according
to the quality of classification rule. In contrast, the amount

of pheromone associated with the terms not included in the
constructed rule decreases. The rate of drop is determined by
the evaporation coefficient ρ. The amount of pheromone of each
term is updated according to the following equation:

τij(t + 1) = (1 − ρ) · τij(t) +
(

Q

1 + Q

)
· τij(t) (13)

where ρ is the pheromone evaporation coefficient, and Q is the
quality of a classification rule.

After the amount of pheromone for all terms is updated,
the next artificial ant starts a new round of search. The search
converges when the majority of ants locate a route for efficient
food seeking. The iteration continues until all ants complete
their search. During each iteration, these ants may construct
many rules, of which only the best rule is preserved, and the
others are discarded. This process is repeated until the number
of remaining training classes is less than the predefined number.

The detailed procedure of discovering the rules for remote-
sensing classification is as follows.

1) Discretizing the brightness value for each band of remote-
sensing images;

2) Starting from an empty route for an ant, adding nodes
to this route to find a complete route according to the
amount of pheromone at each node.

3) When an ant passes a route, it releases an amount of
pheromone at the nodes according to the travel time
(cost). The amount of pheromone will affect the proba-
bility of selecting this route by other ants.

4) Pruning the rules (routes) generated by the collective
behavior of ants.

5) During each iteration, updating the amount of pheromone
for all terms. This provides feedback for the next round of
search.

6) Go to step 2 until all ants have been examined in route
search.

7) Choose the best rule among all the rules constructed by
these ants.

8) Remove the set of training samples correctly covered by
the final rule discovered by step 7.

9) Go to step 2 until the number of remaining training
samples becomes less than a threshold value.

The detailed computation algorithm is listed as follows.

ALGORITHM: A High-level description of the Ant-Miner
for classification of remote-sensing images

The original trainingSet
Discretization of the original TrainingSet
DiscoveredRuleList = []/ ∗ rule list is initialized with an
emptylist ∗ /
WHILE(TrainingSet>Max_uncovered_training samples)
Initialize all nodes with the same amount of pheromone

Calculation the ηij of the training data for all nodes
i = 1 / ∗ ant index ∗ /
WHILE ( i < No_of_ants and m < No_rules_converg)

FOR j = 1 to No_of_attributes
Select a node of the attribute
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Fig. 5. TM image (5, 4, 3) in the study area of Guangzhou.

NEXT j
Obtaining Rulei

Rules pruning
IF (Rulei is equal to Rulei−1)

THEN m = m + 1
ELSE m = 1
END IF

Pheromone update
i = i + 1

LOOP
Select the best rule Rbest among all rules and add
it to DiscoveredRuleList;

TrainingSet = TrainingSet − {set of training samples
covered by Rbest}

LOOP

IV. MODEL IMPLEMENTATION AND RESULTS

A satellite Landsat TM image of the Guangzhou area ac-
quired on July 18, 2005 is used for the experiment of classifica-
tion using this ACO method. The study area consists of 1706 ×
1549 pixels with a ground resolution of 30 m (Fig. 5). This area
is dominated by the following six land use types: residential,
forest, water, orchard (banana and sugarcanes), cropland, and
developing land. Selection of proper training samples is a key
step for ant colony learning and is directly related to the quality
of the discovered rules. Based on field investigation and land
use maps, a total of 2150 samples (pixels) are acquired by using
a hierarchically random sampling method [39]. The sample data
set is further divided into two groups, i.e., 1000 as the training
data set and 1150 as the test data set.

The ACO classification model involves a two-step procedure,
i.e., discovering classification rules from the training data and
obtaining land use types for the remote-sensing image. Clas-
sification rules are discovered from the training data through
the Ant-Miner program, which is developed using the Visual
Basic 6.0 language. Land use types are obtained by applying
these rules discovered by the Ant-Miner to the classification of
remote-sensing images.

Fig. 6. Influence of Aver_No_of_levels on the efficiencies of Ant-Miner.

Fig. 7. Influence of Aver_No_of_levels on the accuracy of Ant-Miner.

In the training data set, brightness values are the attribute
nodes of routes, and the known land use types are the class
nodes. These bands have to be discretized before Ant-Miner
is applied to the classification of remote-sensing data. Exper-
iments carried out in this paper reveal that this discretization
procedure actually decreases the computation complexity and
improves the accuracy of classification. Classification efficien-
cies decrease with the increase of the average number of
intervals in the discretized data (Aver_No_of_levels) (Fig. 6).

As shown in Fig. 7, the classification accuracy of Ant-Miner
improves when the average number of intervals increases from
3.5 to 5.9. The further accuracy improvement is not obvious
when Aver_No_of_levels increases from 5.9 to 8.6. Actually,
the accuracy decreases after the average number of intervals
becomes greater than 8.6. Therefore, a higher classification
accuracy can be obtained if these original brightness values
are properly discretized. It is much better to use these dis-
cretized brightness values instead of the original brightness
values (0–255). In this paper, the original levels are reduced
to 8.6 levels (on average) after the discretization. The reduced
levels are very close to those of the C4.5 method. In Parpinelli’s
research [25], the discretization was performed by the C4.5-
Disc discretization method. It is found that the original levels
are reduced to 9.7 levels (on average) if this C4.5-Disc dis-
cretization method is used to discretize the remote-sensing data
of this study area.

This Ant-Miner program requires the specification of the
following parameters.

1) No_of_ants (Number of ants): This is the maximum
number of candidate rules constructed during an iteration.

2) Min_training samples_per_rule (Minimum number of
training samples per rule): This is the minimum number
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Fig. 8. Influence of No_of_ants on the performance of Ant-Miner.

Fig. 9. Influence of Min_training samples_per_rule on the performance of
Ant-Miner.

of training samples each rule must at least cover, which
helps avoid overfitting the training data.

3) Max_uncovered_training samples (Maximum number of
uncovered training samples in the training set): The
process of discovering rules is iteratively performed until
the number of uncovered training samples is smaller than
this threshold.

4) Max_iterations (Maximum number of iterations): The
program stops when the number of iterations is larger
than this threshold.

The default parameter settings for the Ant-Miner are the fol-
lowing: No_of_ants=180; Min_training samples_per_rule=5;
Max_uncovered_training samples = 20; and Max_iterations =
200. The experiment indicates, among these four parameters,
that the number of ants (No_of_ants) and the minimum number
of training sample per rule (Min_training samples_per_rule)
are the two most sensitive factors in determining classification
results. The sensitivity of these two parameters is shown in
Figs. 8 and 9. Classification results improve with the increase
of No_of_ants. This improvement stabilizes after No_of_ants
reaches 180 (Fig. 8). As shown in Fig. 9, the larger is
Min_training samples_per_rule, the lower the accuracy of the
training set becomes. However, there are slight differences be-
tween the test set and the training set. The relationship changes
when Min_training samples_per_rule is smaller than 5. When
Min_training samples_per_rule = 5, Ant-Miner has the highest
predictive accuracy.

A total of 44 classification rules are generated by the Ant-
Miner, which takes 3 min to complete the rule induction by
using the training data. It takes much longer to discover rules

TABLE II
PARTS OF THE CLASSIFICATION RULES BY USING ANT-MINER

than See 5.0. A selected set of the classification rules is listed in
Table II. Fig. 10(a) shows the classified remote-sensing image
based on this proposed method.

The results from this ACO method are compared with those
from the See 5.0 decision tree method. The decision tree
method automatically discovers classification rules by using
machine learning techniques. It uses the “information gain
ratio” to determine the splits at each internal node of the deci-
sion tree [27]. The comparison of these methods is carried out
through three criteria, namely, the simplicity of the discovered
rule list, the overall classification accuracy, and the Kappa co-
efficient. The simplicity of rules is measured by the number of
discovered rules and the average number of terms per rule [25].
In comparison, the same training data (1000 samples) are used
for the classification, and the same test data (1150 samples)
were used for validation. The results comparing the simplicity
of the rule lists discovered by ACO and See 5.0 are reported in
Table III. The ACO method discovers a compact rule list with
44 rules and 2.54 terms per rule, whereas See 5.0 discovered
a rule list with 61 rules and 2.73 terms per rule, respectively,
which indicates that the ACO-discovered rules are simpler than
the rules discovered by See 5.0.
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Fig. 10. TM image and land use classification in the study area of Guangzhou.

TABLE III
SIMPLICITY OF RULE LISTS DISCOVERED BY ACO AND SEE 5.0

The classification result of the decision tree method using
the See 5.0 system is shown in Fig. 10(b). The comparison
between Fig. 10(a) and (b) indicates that the ACO method is
better than the See 5.0 decision tree method. An enlarged part
of the study area [A and B in Fig. 10(a)] is shown in Fig. 11,
where Fig. 11(a) is the original remote-sensing image. Area A
in Fig. 11 is actually forest land, but a part of area A is
incorrectly classified as orchard by the decision tree method.
Some orchards were incorrectly classified as cropland by the
decision tree method in Fig. 11(c). However, these land use
types have been correctly classified by the ACO method [see
A and B in Fig. 11(b)].

As shown in Tables III and IV, the total accuracy is 88.6%
by using the Ant-Miner method. In contrast, a lower total
accuracy (85.4%) is obtained by using the See 5.0 system.
However, it is well recognized that although widely used, the
total accuracy is not by itself a perfect measure of classifier
performance [40]. A more reasonable measure is the Kappa
coefficient, since it takes account of the chance occurrence of
correct classifications. As shown in Tables IV and V, the kappa
coefficients of Ant-Miner and See 5.0 are 0.861 and 0.822,
respectively. Taking into account the rule list simplicity, the
overall classification accuracy, and the kappa coefficient, the
results of our experiments indicate that the Ant-Miner method
yields better accuracy and simpler rule sets than the See 5.0
system.

V. CONCLUSION

Intelligent methods can improve the performance of remote-
sensing classification. Traditional methods have some limita-

tions in constructing proper classifiers for remote-sensing clas-
sification if the study area is complex. For example, statistical
classification methods require the data to follow a normal dis-
tribution, but this assumption may not be valid. This paper has
presented a new method to classify remote-sensing data by us-
ing ACO. A technique of discretization has also been proposed
for the efficient retrieval of classification rules. Furthermore, an
Ant-Miner program has been developed to derive classification
rules for remote-sensing images. The derived rule sets are more
explicit and comprehensible than the mathematical equations of
using statistical methods.

ACO is, in fact, a complex multiagent system in which agents
with simple intelligence can complete complex tasks through
cooperation. It can deal with difficult classification problems.
Ant intelligence is based on pheromone updating for opti-
mization. The classification rules derived by ant intelligence
can easily be represented without using complex equations.
Compared with the See 5.0 decision tree method, the Ant-
Miner tends to cope better with attribute correlation, since its
pheromone updating is directly based on the global (as opposed
to local) performance of the rule. As a result, the Ant-Miner is
capable of providing better classification results.

This method has been applied to the classification of remote-
sensing images in Guangzhou, China. The comparison of clas-
sification results is carried out between the ACO method and
the See 5.0 decision tree method. The overall accuracy of the
ACO method is 88.6% with a Kappa coefficient of 0.861. The
decision tree method has an accuracy of 85.4% and a Kappa
coefficient of 0.822. Furthermore, the rule sets discovered by
ACO are more succinct than those by See 5.0. Therefore, this
ACO method is more effective for the classification of remote-
sensing images than the See 5.0 decision tree method.

In this paper, Ant-Miner has been successfully applied to
classification of remote sensing. However, there are still some
limitations in using this method to discover rules. First, the
rules generated by the Ant-Miner have a large number of boxes
in the feature space. This is because the condition part of the
rule only contains the term using the logical operator AND.

Authorized licensed use limited to: IEEE Xplore. Downloaded on December 18, 2008 at 21:09 from IEEE Xplore.  Restrictions apply.



4206 IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING, VOL. 46, NO. 12, DECEMBER 2008

Fig. 11. Land use classification in the local enlargement area of Guangzhou.

TABLE IV
ACCURACY ASSESSMENT ON ACO-BASED CLASSIFICATION IN THE STUDY AREA OF GUANGZHOU

TABLE V
ACCURACY ASSESSMENT FOR THE SEE 5.0 DECISION TREE METHOD IN THE STUDY AREA OF GUANGZHOU

In future research, the logical operator OR should be added in
the conditions of the rules. In fact, XOR is a difficult problem
in rule induction algorithms. Even the See 5.0 method only
uses the logical operator AND in the conditions of the rules
[27]. Second, Ant-Miner uses a sequential covering algorithm

to discover rules, so the rules are ordered. This makes it difficult
to interpret the rules at the end of the list, since the meaning of
a rule in the list is dependent on all the previous rules. Finally,
this Ant-Miner takes a much longer time to discover rules than
the See 5.0 method.
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